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Multiple Reflection Analysis of TDR Signal for
Complex Dielectric Spectroscopy

Chih-Ping Lin , Yin Jeh Ngui, and Chun-Hung Lin

Abstract— Most dielectric spectroscopy techniques require
careful system calibration, tedious measurement, specially
designed probes, precise input source, and some even involved
complicated inversion models. This paper proposed a rapid,
robust, and model-free multiple reflection analysis (MRA)
of time-domain reflectometry (TDR) signals to measure the
complex dielectric permittivity (CDP) spectrum. The key to
MRA approach is to decompose the first top reflection and
the subsequent multiple reflections from TDR signal and to
compare their spectral ratio (MRA ratio). This ratio was theo-
retically derived from the transmission line theory and found to
be independent of source function and impedance mismatches
in the leading sections. Based on this theoretical formulation,
the CDP spectrum can be uniquely inverted from the measured
MRA ratio through optimization and an iterated initial guess
method. Numerical evaluations and experimental verifications
had proven that MRA is a reliable algorithm for measuring CDP
spectrum covering 10 MHz–1 GHz. Factors influencing the reli-
able frequency region were discussed and recommendations on
enhancing CDP measurement was proposed for highly dispersive
materials. The MRA approach enables dielectric spectroscopy to
be conveniently conducted in both laboratory and field, without
complicated system setup and calibration.

Index Terms— Complex dielectric permittivity (CDP),
dielectric spectroscopy, time-domain reflectometry (TDR).

I. INTRODUCTION

D IELECTRIC spectroscopy of materials is of significant
importance in revealing the frequency dependence of

the materials’ electrical properties. Being widely imple-
mented in various scientific and engineering field, dielec-
tric spectroscopy characterizes the polarization, relaxation,
and energy dissipation behavior of materials at different
frequency range [1]–[4]. In material sciences and biochem-
ical field, substance composition, relaxation behavior, micro-
scopic dynamics, and other polarization properties are studied
through their collective dielectric characteristics measured
at specific frequencies [5]–[9]. In soil physics, dielectric
spectroscopy reveals the macroscopic microwave dielectric
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behavior of the soil–water mixtures affected by soil type, mois-
ture content, electrical conductivity, and dry density [10]–[14].
Some proposed theoretical models can be verified based on
model fitting of the measured dielectric spectrum, in order to
assist in characterization and understanding of the measured
materials to molecular level [15].

Current practice of dielectric spectrum measurement
includes impedance spectroscopy [16]–[22], vector network
analyzer [6], [23]–[28], frequency-domain reflectometry
[29], [30], and time-domain reflectometry (TDR) [11],
[31]–[34]. Amongst the current dielectric spectrum measure-
ment techniques, most of the practices require careful system
calibration, tedious sample preparation time, precise input
source, and some even involved complicated inversion models.
Dielectric spectroscopy in the field is particularly difficult,
time-consuming and uneconomical due to complicated system
setup and delicate probe design, especially for broadband
dielectric spectroscopy at several hundred megahertz.

The research and development of TDR has rapidly
progressed over the last several decades, starting from simple
cable fault detection up to complex dielectric spectroscopy.
Since TDR is capable of measuring dielectric properties over
a wide frequency range, TDR has established its foundation
as a powerful tool in material science, soil physics [35]–[37],
geo-environmental [38], [39], geotechnical [40]–[44], struc-
tural [45], and hydrological [46] engineering. Conventional
TDR measurement in soil moisture content focuses on the
travel time of the time-domain waveform within probe
sensing section, in order to gather the singled-valued apparent
dielectric constant (Ka). However, rich dielectric informa-
tion is embedded within the time-domain waveforms and
the frequency-dependent dielectric information should be
extracted to provide deeper insights into soil composition
through dielectric spectroscopy [13], [47], [48]. Lin et al. [34]
proposed a phase velocity analysis (PVA) approach to measure
the apparent dielectric spectrum (ADS) directly from time-
domain TDR signals. PVA method extracts the two reflections
from the top and end of the sensing probe by proper window
selection, calculates their phase shift at each frequency, and
determines the corresponding phase velocity spectrum and
ADS. The propagation velocity of electromagnetic (EM)
waves is frequency dependent and is also a function of the
complex dielectric permittivity (CDP). PVA approach is one
step closer to creating a simple, model free, and inversion-
free CDP measurement technique, except that the measured
ADS cannot decouple the real and imaginary parts of CDP
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and expresses them as a joint effect of apparent dielectric
permittivity.

Model-based full waveform analysis on TDR waveforms
emerged beyond the apparent dielectric permittivity approach
for a complete CDP measurement. From earlier layered trans-
mission line framework, Yanuka et al. [49] considered multiple
reflections but dielectric dispersion is neglected. A measuring
system which satisfied the uniform transmission line condi-
tion is adapted by Heimovaara [11] and Friel and Or [14],
where the dielectric dispersion and conductive loss effect are
emphasized. Nonetheless, uniform transmission line system
is uncommon in practice, particularly in field measurements,
which may be much more complicated. Nonuniform trans-
mission line frameworks are hence proposed by Lin [13]
and Feng et al. [50] to account for practical scenarios. Both
multiple reflections and dielectric dispersion are incorporated
in their nonuniform transmission line model, except for the
conductor resistance effect. In recent works, a comprehen-
sive TDR waveform modeling approach is presented by Lin
and Tang [51]. They developed the forward models based
on the input impedance [13] and scatter function S11 [50].
The final TDR signal response is determined through a recur-
sive algorithm to reconstruct the full waveform in a bottom-
up manner. Nonetheless, separation of the sensing probe and
leading sections is difficult due to the recursive algorithm,
leading to complicated calibration process and are not yet
convenient enough for field implementation.

Various studies in material science and physical chem-
istry field have successfully measured dielectric spectrum
of liquids, which is performed by calculating scatter
function from the measured waveform and solving for
the corresponding frequency-dependent dielectric permit-
tivity [11], [28], [52], [53]. However, computation of scatter
function requires prior information of the system input func-
tion and may reduce the robustness of in situ application.
In order to prevent tedious calibrations of all system sections,
several novel techniques were proposed in CDP measure-
ment, for example, triple-short probe calibration [54], short-
open-load calibration [55], and two different probe length
method [56]. However, specifically designed probes and
multiple calibrations were necessary for the aforementioned
probes. In light of all these limitations, demand for a simple yet
efficient dielectric spectroscopy technique is rising, especially
for geo-environmental detection and monitoring industry.

This paper aimed to propose a rapid, robust, and model-
free approach for measuring CDP spectrum through time-
domain TDR signals. Multiple reflections in TDR signals are
usually neglected during signal processing and analysis, which
its importance was underestimated. Previous PVA study [34]
discovered that by including the multiple reflections of time-
domain signals, ADS of some very dispersive materials could
still be measured with slight deviation from theoretical value.
This paper proposed a multiple reflection analysis (MRA)
approach that considers all the multiple reflections from the
sensing probe section, and aimed at measuring the CDP
spectrum at broader frequency range within 10 MHz–1 GHz.
The key to this innovative approach is to decompose the TDR
signal into the first top reflection and the remaining all multiple

reflections. The ratio of these two parts (MRA ratio) was
theoretically derived as a function of the CDP, independent
of source function and impedance mismatches. Based on
this theoretical formulation, CDP spectrum can be uniquely
inverted from the measured MRA ratio. Neither prior informa-
tion regarding input signal nor dielectric permittivity model is
required in the analysis. Having both the simplicity of PVA and
the capability of CDP measurement, MRA is computationally
efficient and only requires simple system calibration, making
it especially suitable for field applications.

Theoretical background of MRA is first established to
outline the signal processing and optimization techniques
required for CDP spectrum measurement. The proposed MRA
approach is next evaluated using numerical simulated and
experimentally measured TDR signals in eight selected mate-
rials [distilled water (DIS), tap water (TAP), acetone (ACE),
air (AIR), methanol (MTH), ethanol (ETH), isopropanol (IPA),
and butanol (BUT)], covering both nondispersive and disper-
sive materials from high to low dielectric permittivity.

II. THEORETICAL DEVELOPMENT

A. Multiple Reflections in a TDR Signal

A typical TDR measurement system is comprised of a
step pulse generator, oscilloscope, transmission cable, and a
sensing probe. A step pulse is emitted by the pulse generator
into the leading cable until the sensing probe, where the
EM wave is exposed to the measured material along the
probe sensing section. All occurring incidents and reflections
within the TDR system were recorded by the oscilloscope.
In an open-ended matched probe system, the first two main
reflections arise from the interfaces at probe-head—sensing
section, and probe-end—open-circuit, due to discontinuous
characteristic impedance. Multiple reflections after the first
two main reflections exist as the remaining portion of trans-
mitted signal energy continues to propagate and reflect back
and forth within the probe, until the remaining energy dies
out and the response reaches a steady state. To describe the
multiple reflections of TDR signals, some fundamentals of
transmission line system modeling is first established.

Transmission line theory is adopted in system modeling as
the dominant mode of TDR system is essentially the 1-D
transverse EM mode [50]. As EM wave propagates through
the transmission line, decay and phase changes of the wave
in phasor form are described by a propagation function H

H (x, ε∗( f )) = exp[−2γ ( f )x] (1)

where x is the traveling distance, f is the frequency, and γ is
the frequency-dependent propagation constant and defined as

γ ( f ) = α + jβ = j2π f

c

√
ε∗( f ) (2)

where α and β are the real and imaginary parts of the
propagation constant, describing the attenuation and phase
changes of waves, respectively, j is

√−1, c is the speed of
light, while ε∗( f ) is the frequency-dependent CDP defined by

ε∗( f ) = ε′( f ) + jε′′( f ) (3)

where ε′ and ε′′ are the real and imaginary parts of CDP,
respectively.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LIN et al.: MRA OF TDR SIGNAL 3

Fig. 1. Ray tracing diagram for all TDR reflections.

Reflections and transmissions occurring at impedance
mismatched interface between section i and i + 1 can be
described using the reflection coefficient ρi and transmission
coefficient τi

ρi = Zc,i+1 − Zc,i

Zc,i+1 + Zc,i
(4)

τi = 1 + ρi (5)

where Zc is the characteristic impedance and defined as

Zc = Z p√
ε∗( f )

(6)

in which Z p is the geometric impedance (i.e., characteristic
impedance in AIR).

Fig. 1 illustrates the ray tracing diagram of an input X
propagating along the cable and partial of the forward wave is
reflected back from interface I. The first main reflection pulse
(hereinafter referred to as R1) is denoted by [34]

R1 = X · F · ρ1 · B (7)

in which F and B are the forward and backward propagation
functions in the leading transmission line, while ρ1 is the
reflection coefficient at interface I. The remaining signal
is transmitted into the probe sensing section proportionally
according to the transmission coefficient τ1.

During the signal transmission within the sensing section,
the surrounding material influences the propagating wave and
its effect is characterized by H (x, ε∗( f )). Upon reaching
interface II at the open end, ρ2 is equal to 1 according to
(4) and all transmitted signal is reflected back at this interface.
The reflected wave passes back through sensing section, while
the coefficient of both reflection and transmission occurring
at interface I are −ρ1 and 1 − ρ1, respectively. Ray path of
the second main reflection pulse (hereinafter referred to as R2)
described above is hence

R2 = X · F · (1 + ρ1) · H (2L, ε∗( f )) · (1 − ρ1) · B

= X · F · B · H (2L, ε∗( f )) · (1 − ρ2
1 ) (8)

where L is the probe length and x = 2L since the wave
propagated back and forth within the probe. For formula-
tion simplicity, the system function of probe sensing region
H (2L, ε∗( f )) is denoted as H hereinafter.

Fig. 2. MRA. (a) Approach 1. (b) Approach 2.

Multiple reflections following the similar path of R2 above
but with weaker input signal of reflected R2 will result
in R3, R4, . . . , Rn , each gets weaker and eventually dies out.
Following the ray path and formulation above, the multiple
reflections can be expressed as

R3 = R2

1 − ρ1
· (−ρ1) · H · (1 − ρ1)

= X · F · B · H · (
1 − ρ2

1

) · H · (−ρ1) (9)

R4 = R3

1 − ρ1
· (−ρ1) · H · (1 − ρ1)

= X · F · B · H · (
1 − ρ2

1

) · H 2 · ρ2
1 (10)

Observing the pattern of odd and even numbered multiple
reflections, the consecutive multiple reflections can be
expressed in a general form as

Rk = X FB H (1 − ρ2
1 )[H (−ρ1)](k−2) (11)

for k = 2, 3, 4, 5, 6, . . .. For equations within this section,
X, F , and B are system parameters and not the targets being
measured.

B. Multiple Reflection Analysis (MRA)

The CDP ε∗( f ) of interests lies within both H (x, ε∗( f ))
and ρ1. Taking the spectral ratio of some extracted reflection
signals, the system functions X, F, B are canceled out and
the ratio becomes purely a function of H and ρ1, indepen-
dent of input function and leading transmission line sections.
The desired ε∗( f ) information can be extracted from H and ρ1
for nontrivial conditions. Two MRA approaches with different
spectral ratio combination are first proposed, while their
sensitivity and performance in CDP spectrum measurement
are discussed next.

MRA approach 1 (MRA1) takes the spectral ratio of the
remaining reflections after the first main reflection (hereinafter
referred to as Rremaining, i.e., R2 + R3 + R4 + · · · ) to the
first main reflection R1, as shown in Fig. 2(a). Following the
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general form of multiple reflections in (11), Rremaining can be
derived as

Rremaining =
∞∑

k=2

Rk = X · F · B · H · (1 − ρ2
1 )

·
∑∞

k=2
[H · (−ρ1)](k−2) (12)

Replacing k = n + 2, the last term is a geometric series
summation which can be computed as

∞∑

n=0

[H · (−ρ1)]n = 1

1 − (−ρ1 H )
(13)

where | − ρ1 H | < 1 must be satisfied for the above equation
to be valid. Combining (12) and (13), Rremaining is now

Rremaining = X · F · B · H · (
1 − ρ2

1

) · 1

1 + ρ1 H
. (14)

Recalling R1 from (7), the spectral ratio of MRA1 is hence

MRA1 = Rremaining

R1
= H · (1 − ρ2

1 )

ρ1 · (1 + ρ1 H )
(15)

where two assumptions of | − ρ1 H | < 1 and ρ1 �= 0 must be
satisfied for MRA1 to be valid and nontrivial.

MRA approach 2 (MRA2) is the spectral ratio of all
reflections starting from probe head (hereinafter referred to
as Rall, i.e., R1 + R2 + R3 + R4 +· · · ) to Rremaining, as shown
in Fig. 2(b). Since Rall is equal to the summation of R1
and Rremaining, Rall is obtained by summing up (7) and (14)

Rall = R1 + Rremaining

Rall = [X · F · B · ρ1]+
[

X · F · B · H · (1− ρ2
1

) · 1

1 + ρ1 H

]

= X · F · B ·
[

ρ1 + H

1 + ρ1 H

]
(16)

Comparing (14) and (16), the ratio of MRA 2 is now

MRA2 = Rall

Rremaining
= (ρ1 + H )

H · (1 − ρ2
1

) (17)

where the assumption of | − ρ1 H | < 1 also must be satisfied
because of (13).

Two main differences between the two approaches are:
1) the value contrast of MRA2 is significantly larger than
MRA1 at higher frequencies and 2) improper signal processing
technique may lead to signal truncation of R1 in MRA1.
Signal leakage from R1 into Rremaining is still a potential
issue for both approaches and its effect is investigated numer-
ically in further section. Implementation of appropriate signal
processing in MRA1 could effectively reduce R1 truncation
effect. This paper evaluated the CDP measurement integrity
of the proposed method mainly with MRA1, while using
MRA2 as supplementary ratio to perform CDP crosschecking.

C. Signal Processing

MRA CDP measurement is performed by fitting the theo-
retical MRA, a function of ε∗( f ) in (15) or (17), to the
measured MRA ratio (MRAmea) at each frequency without
a dielectric dispersion model. Four inputs are required for
the MRA approach, namely, Zch/Z p1, L, Rremaining and either

Fig. 3. MRA signal processing illustration (using water as example). (a) TDR
step signal. (b) Differentiated TDR impulse signal. (c) Extracted Rremaining.
(d) Extracted R1.

R1 (MRA1) or Rall (MRA2). The first two inputs are the
system parameters that are required to be calibrated prior to
fitting optimization, namely, the probe length (L) and the
ratio of probe head and probe sensing section (Zch/Z p1).
The probe length is required for the traveling distance x
of H (x, ε∗( f )) in (1), and can be measured directly from the
probe. The Zch/Z p1 ratio is required for determining ρ1

ρ1 = Zc1 − Zch

Zc1 + Zch
= 1 − Zch

Zc1

1 + Zch
Zc1

=
1 − Zch

Z p1

√
ε∗

1

1 + Zch
Z p1

√
ε∗

1

(18)

where Zch and Zc1 are the characteristic impedances of probe
head and probe sensing section, respectively, Z p1 is the
geometric impedance of the probe sensing section. For a probe
with regular geometric cross section, both Zch and Z p1 can
be calculated from EM theory. For arbitrary geometric cross
sections, Zch/Z p1 can be measured through a calibration using
material of known CDP.

The remaining MRA inputs required signal processing tech-
nique to extract them from TDR signals. Rremaining is extracted
from the probe end onward and is defined at t2 in Fig. 3(b). t2
is suggested to be the lowest reflection coefficient of step pulse
signal in Fig. 3(a) and it usually passes through zero in the
derivative signal. For MRA1, R1 is suggested to be close to the
probe head, denoted as t1 in Fig. 3(a) and (b), but for a matched
probe head system, there is no difference since the TDR signal
before probe head is flat. For MRA2, Rall is the complete
recorded TDR signal beginning from probe head, preferably
until the steady state of the multiple reflections and typically
approximately 2×10−7 s signal recording time, depending on
material under testing (MUT) dielectric properties and sensing
probe length.

A typical TDR waveform measured by a matched probe
in water is shown in Fig. 3(a) to illustrate the MRA measure-
ment procedures. TDR step pulse signal is first differentiated
into impulse signal of Fig. 3(b) and next decomposed into two
parts in MRA. Tukey window [57] is applied to the extracted
impulses to regulate the tranquil state at two ends, before
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TABLE I

COLE–COLE PARAMETERS OF SELECTED MUTS FOR TDR WAVEFORM SIMULATION

performing fast Fourier Transform [58] on the time-domain
signals. MRA spectral ratios are computed in frequency
domain according to (15) or (17), in order to obtain MRAmea.
Frequency range ( fopt) of 10 MHz–1 GHz is chosen for CDP
optimization as this is the typical effective frequency range for
TDR signals.

An arbitrary yet reasonable initial guess ε∗
ini comprising of

both real and imaginary parts of CDP is selected for MRA
fitting optimization. Theoretical system functions H and ρ1,
and theoretical MRA ratio (MRAtheo) are computed based
on the opted initial guess, starting from the lowest frequency
in fopt. MRAtheo is next optimized with regard to MRAmea
until the minimum cost is found for the cost function of
CDP (CFMRA), which is the root-mean-square error between
MRAtheo and MRAmea. This optimization process is iterated
by every frequency steps within fopt until the complete CDP
spectrum of the MUT is generated.

III. NUMERICAL EVALUATION ON MRA METHOD

A. Generation of Synthetic TDR Signals

The proposed MRA is first numerically evaluated using
synthetic TDR data. System parameters selected in the wave-
form simulation is similar to experimental setup for direct
comparison between numerically simulated and experimen-
tally measured data. A three-section transmission line model
was hence selected, comprising of a 42-m 50-	 coaxial cable,
a 0.1-m 50-	 matched probe head and a 0.17-m coaxial probe
sensing section with Z p = 95	.

Eight MUTs with different dielectric dispersion and elec-
trical conductivity characteristics were simulated, namely,
DIS, TAP, ACE, AIR, MTH, ETH, IPA, and BUT. A compre-
hensive wave propagation model established by Lin and
Tang [51] was implemented in theoretical TDR signal simu-
lation. Cole–Cole function [59] is selected as the dielectric
relaxation model in this paper to describe the dielectric behav-
iors of MUT, which describes ε∗( f ) by

ε ∗ ( f ) = ε∞ + εdc − ε∞
1 + ( j f / frel)1−β

−
(

jσ

2π f ε0

)
(19)

where ε∞ and εdc are the dielectric constants at frequencies
of infinite and static condition, respectively, frel is the relax-
ation frequency, and βis the symmetrical shape parameter of
dielectric loss spectrum. This dielectric model assumes that
the dielectric loss peak of MUT is of symmetrical broad-
ening. Cole–Cole function parameters of MUT are tabulated
in Table I and MUT is abbreviated for simplicity. Both system
functions H and ρ1 are dependent on the ε∗( f ) characterized
above. CDP of both the transmission cable and probe head are
assumed as 1 + 0i throughout the dielectric spectrum, while a
mild cable resistance effect is considered by assuming cable
resistance loss factor, αr = 50 in signal simulation.

As aforementioned, two system parameters are required for
MRA computation, which is the probe length (L) and the
impedance ratio of probe head to sensing section (Zch/Z p1).
Probe length is directly measured from the actual probe and
taken as 0.17 m in the numerical simulation. The latter system
parameter, Zch/Z p1 is determined by direct measurement of
the coaxial probe, using the characteristic impedance determi-
nation equation [60] in the following:

Zc = 1

2π

√
μ0

ε0 · εr
ln

D

d
(20)

where μ0 is the vacuum permeability, D is the inner diameter
of external conductor, and d is the outer diameter of internal
conductor. For this paper, Zch and Z p1 of the matched coaxial
probe are found (set) to be 50 and 97 	, respectively, Zch/Z p1
is thus 0.5155.

TDR signals were simulated with 5-ps sampling time and
the total simulation time window was 1.3107 × 10−7 s. For
presentation clarity, the simulated time-domain signals shown
in Fig. 4 was truncated from approximately 1 m before sensing
section and the truncated time window duration was 2×10−7 s,
which was found to be sufficient for the signals to reach their
steady state. The first four MUTs in Table I are less dispersive
and are shown in Fig. 4(a), while the last four dispersive
alcohol type MUTs are shown in Fig. 4(b). Fig. 4(c) shows a
zoomed-in TDR waveforms of the alcohols for better visual.
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Fig. 4. Simulated TDR waveforms for MUTs in Table I. (a) Less dispersive
MUTs. (b) Dispersive alcohol type MUTs. (c) Zoomed-in waveforms of (b).

Fig. 5. Theoretical MRA ratio cost function structure. (a) MRA1 at 10 MHz.
(b) MRA1 at 1 GHz. (c) MRA2 at 10 MHz. (d) MRA2 at 1 GHz.

B. Optimization Function and Initial Guess Selection

All simulated TDR signals were processed according to
the aforementioned MRA procedure and analyzed by both
approaches to compare their performances, using a commer-
cial software package MATLAB [62]. Optimization function
adopted in this paper is the readily available fminsearch
function, which uses the Nelder–Mead simplex direct search
algorithm to find the minimum of unconstrained multivariable
function using derivative-free method. Initial guess inputted
to the optimization cost function is one of the key issues for
optimization problems. Local minimums often exist in some
cost function structures. If the initial guess deviates from
the true value too much, the optimization path may fall
into the nearby local minimum and may result in erratic
outcome. In order to investigate the consistency and stability
of optimization process in MRA, we investigated the cost
function structure for both MRA approaches in both real (ε∗)
and imaginary (ε∗) domains. Using the aforementioned system
setup, MRAtheo is computed for TAP to demonstrate the cost
function structure at 10 MHz and 1 GHz.

Fig. 6. Flowchart of iterated initial guess implementation in MRA.

Fig. 7. MRA1 on simulated DIS. (a) Real ε∗( f ). (b) -Imaginary ε∗( f ).
(c) MRA1 ratio. (d) MRA2 ratio.

Fig. 5 illustrates the cost function structure of the theoretical
MRA ratio obtained from (15) and (17) for MRA1 and
MRA2, respectively. It is observed that for both approaches,
there are no local minimums at 10 MHz and only a global
minimum exists for MRA1 and MRA2 at 10 MHz, as shown
in Fig. 5(a) and (c). However, as the frequency increases up
to 1 GHz, the number of local minimums increases accord-
ingly and this is the aforementioned undesirable scenario
for optimization problems. Nevertheless, the absence of local
minimums at lower frequencies is a favorable circumstance,
so we propose an iterated initial guess method based on
this phenomenon to solve initial-guess-dependent optimization
problem. Since there is a good cost function structure at
lower frequencies, an arbitrary ε∗

ini, f (i) (with both real and
imaginary parts) is given as the initial guess at the lowest
fopt and through the MRA optimization routine, a correctly
optimized ε∗

output, f (i) is obtained. This ε∗
output, f (i) is then set

as the initial guess ε∗
ini, f (i+1) for MRA optimization at the

next frequency step. A detailed flowchart illustrating the
iterated initial guess implementation in MRA optimization is
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Fig. 8. MRA1 on simulated TAP. (a) Real ε∗( f ). (b) -Imaginary ε∗( f ).
(c) MRA1 ratio. (d) MRA2 ratio.

Fig. 9. MRA1 on simulated ACE. (a) Real ε∗( f ). (b) -Imaginary ε∗( f ).
(c) MRA1 ratio. (d) MRA2 ratio.

shown in Fig. 6. This iterated initial guess method eliminates
the need for global optimization and provides a relatively
initial-guess-independent optimization environment for MRA
approach. An arbitrary yet reasonable initial guess of CDP
of ε∗

ini, f (1) = 10 + i was assigned to the optimization function
of all MUTs.

C. Performance of MRA Method on Synthetic Signals

Figs. 7–14 show the CDP spectrum of each MUT generated
by MRA1. Subplots (a) and (b) are the real and imagi-
nary parts of optimized CDP, respectively, which match their
theoretical values (marked as solid lines) very well within
certain frequency range. Frequency interval (df) during MRA
optimization was set as 5 MHz and the frequency interval
shown CDP spectrum plots were downsampled to 15 MHz
for presentation clarity.

Slight oscillations may be observed in the CDP spectrum
due to the presence of noise induced by the input signal.
It can be seen that beyond certain lower frequency limit,

Fig. 10. MRA1 on simulated AIR. (a) Real ε∗( f ). (b) -Imaginary ε∗( f ).
(c) MRA1 ratio. (d) MRA2 ratio.

Fig. 11. MRA1 on simulated MTH. (a) Real ε∗( f ). (b) -Imaginary ε∗( f ).
(c) MRA1 ratio. (d) MRA2 ratio.

the oscillations become more apparent and induces more CDP
deviation. This is caused by leakage of R1 into Rremaining,
which its effect would be more severe in case of higher cable
resistance effect. A quick demonstration using DIS is shown
in Fig. 15, where two different cable resistance cases of αr

of 0 (nonresistive) and 50 (resistive) were simulated for the
42-m preceding cable. As seen from Fig. 15(b) and (c), beyond
a certain lower frequency limit [marked as faint dotted lines
in subplot (b)], optimized CDP from nonresistive cable case
shows no significant deviation from theoretical value. Signal
leakage phenomenon induced by resistive cable is observed
in αr = 50 case and caused a higher oscillated optimized CDP
beyond a frequency limit. A shorter cable or a high quality
cable is therefore recommended to minimize cable resistance
impact.

In case of inevitable cable resistance scenario, potential
affected frequency range maybe estimated by delineation of a
lower frequency limit. The lower frequency limit is physically
dependent on the probe length, which is reflected in the
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Fig. 12. MRA1 on simulated ETH. (a) Real ε∗( f ). (b) -Imaginary ε∗( f ).
(c) MRA1 ratio. (d) MRA2 ratio.

Fig. 13. MRA1 on simulated IPA. (a) Real ε∗( f ). (b) -Imaginary ε∗( f ).
(c) MRA1 ratio. (d) MRA2 ratio.

length of the truncated R1. Since recorded TDR signal is
a combination of forward and backward propagating waves,
the maximum workable wavelength (λworkable) is about two
times the sensing probe length. The lower frequency limit of
CDP spectrum flower, can be approximated from the physical
probe length by

λworkable = 2 × Lprobe (21)

flower = VMRA

λworkable
= c

2Lprobe
√

ε′ (22)

where Lprobe is the sensing probe length and c is the speed
of light. Note that this lower frequency limit is particularly
useful for TDR signals with higher cable resistance effect,
in identifying possible frequencies affected by signal leakage
when measuring unknown MUT. A dashed line is marked
in subplots (a) of Figs. 7–14 to provide an estimation of
reliable lower frequency boundary.

Throughout the measured CDP spectrums of the eight
MUTs, the application of iterated initial guess in MRA
is indeed a good solution to reduce the dependence of

Fig. 14. MRA1 on simulated BUT. (a) Real ε∗( f ). (b) -Imaginary ε∗( f ).
(c) MRA1 ratio. (d) MRA2 ratio.

Fig. 15. Cable resistance effect in MRA, demonstrated using DIS. (a) Time-
domain signals of DIS. (b) Real ε∗( f ). (c) -Imaginary ε∗( f ).

initial-guess-dependent optimization. In subplot (c) of the eight
MUTs, the optimized MRA1 (denoted as “∗”) is shown to fit
accurately to the measured MRA1 (denoted as “o”), indicating
that there were no optimization issues with local minimum.
MRA2 ratio in subplot (d) is plotted for crosschecking and
to assess MRA performance at higher frequencies. It can be
observed that MRA1 ratios for all MUTs have lower values at
higher frequencies, which is inevitable due to the presence
of the term (1 − ρ2

1 ) in the numerator of (15). At higher
frequencies, the term approaches zero and leads to lower
MRA1 ratio, which is very close to zero. This may lead to
lower CDP sensitivity, especially during optimization process
where numerical optimization usually relies on gradient search
and eventually falls into local minimums. However, due to
the implementation of iterated initial guess, accuracy of CDP
measured via both MRA1 and MRA2 are satisfactory.

CDP spectrums of the four nondispersive MUTs (DIS, TAP,
ACE, and AIR) were measured correctly above the lower
frequency limit. As their dielectric permittivity is nondis-
persive across the measured TDR spectrum, leading to a



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LIN et al.: MRA OF TDR SIGNAL 9

Fig. 16. (a) TDR matched coaxial field probe. (b) Cross section of A–A′
in (a).

Fig. 17. Experimental TDR waveforms. (a) Less dispersive MUT.
(b) Dispersive alcohol type MUT.

sharper waveform and lowering effect from possible signal
truncation or leakage. Close inspection on the CDP spectrums
of alcohol type MUTs (MTH, ETH, IPA, and BUT) revealed
that there were some deviation in higher frequencies, espe-
cially for ETH and IPA with higher dielectric loss. Dielectric
dispersion is significant for these dispersive MUTs and their
dispersive, flatter signals tend to leak from R1 into Rremaining.
Signal leakage effect of dispersive alcohol affected MRA as
the deviation in higher frequencies. For alcohol type MUTs
with high dielectric dispersion, their MRA2 ratio typically
have a large value contrast at high frequencies, in which
some increased drastically up to several order of magnitude
as the dispersion loss effect comes in. The apparent deviation
between theoretical and measured MRA2 ratio is convenient
in identifying frequency region with signal leakage influence.

Reliability of the proposed MRA approach is proven numer-
ically. The proposed method is capable of measuring both
real and imaginary parts of CDP spectrum with simple system
calibration on the probe length (L) and the impedance ratio
of probe head and probe sensing section (Zch/Z p1), without
any prior information regarding input signal or transmis-
sion line sections before the probe head. Both MRA1 and
MRA2 approaches are complementary in CDP spectrum

Fig. 18. MRA1 on DIS. (a) Real ε∗( f ). (b) -Imaginary ε∗( f ). (c) MRA1
ratio. (d) MRA2 ratio.

Fig. 19. MRA1 on TAP. (a) Real ε∗( f ). (b) -Imaginary ε∗( f ). (c) MRA1
ratio. (d) MRA2 ratio.

integrity delineation. MRA approach performs well with the
assistance of iterated initial guess method and avoids potential
local minimums during optimization. Further validation on
MRA is performed by measuring CDP spectrum from exper-
imental waveforms.

IV. EXPERIMENTAL VALIDATION ON MRA METHOD

A. Measurement System

Eight MUTs adopted in the experimental validation is the
same as previous MUTs selected for numerical evaluation.
The laboratorial measurement system consisted of a broadband
TDR device with 3.35-GHz bandwidth, a 50-	 coaxial cable,
a modularized 0.1-m 50-	 matched stainless steel probe head
and a 0.17-m coaxial probe sensing section of Z p = 95	.
Time-domain signals were obtained by generating a step EM
pulse with a short rise time (10%–90%) of 95 ps into the
matched stainless steel probe, via the 42-m coaxial cable and
N to BNC connectors. All eight TDR signals were measured
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Fig. 20. MRA1 on ACE. (a) Real ε∗( f ). (b) -Imaginary ε∗( f ). (c) MRA1
ratio. (d) MRA2 ratio.

Fig. 21. MRA1 on AIR. (a) Real ε∗( f ). (b) -Imaginary ε∗( f ). (c) MRA1
ratio. (d) MRA2 ratio.

using 5-ps sampling under a controlled room temperature
of 24°C(±0.4°C).

The self-developed coaxial field probe for water quality
monitoring was manufactured from stainless steel into a
100-mm modularized 50-	 matched probe head and a 170-mm
coaxial sensing section. The probe sensing section consists of
an internal conductor rod and a cylindrical external conductor
casing. The configuration and cross section geometry of the
matched coaxial probe are shown in Fig. 16. The probe
head is impedance matched to the coaxial cable to avoid
unwanted reflections between the first main reflection and
remaining multiple reflections within the sensing section.
The modularized field probe allowed the faulty components
to be replaced easily in case of damage and ensured that the
open-ended internal conductor is fixed to center. The probe
casing was perforated at equal intervals to allow the MUT
to flow into the sensing region when immersed. The probe
was connected to a 42-m long 50 − 	 coaxial cable to
simulate field deployment. Although the incident step pulse

Fig. 22. MRA1 on MTH. (a) Real ε∗( f ). (b) -Imaginary ε∗( f ). (c) MRA1
ratio. (d) MRA2 ratio.

Fig. 23. MRA1 on ETH. (a) Real ε∗( f ). (b) -Imaginary ε∗( f ). (c) MRA1
ratio. (d) MRA2 ratio.

has a bandwidth of 3.35 GHz, high-frequency components
beyond 1 GHz were mostly filtered out by the long cable
of the field probe. All MUTs were measured with time
window duration of 2×10−7 s, resulting in lowest measurable
frequency of 5 MHz. This data acquisition setup is sufficient to
provide a measurement range from 10 MHz to 1 GHz. In fact,
many other TDR devices with lower bandwidth, such as those
routinely used in soil moisture monitoring, can be used as long
as they have a bandwidth greater than the maximum frequency
of interest.

Measured experimental TDR signals of all selected MUTs
are shown in Fig. 17, where less dispersive MUT is shown
in Fig. 17(a), while dispersive alcohols are shown in Fig. 17(b).
The time-domain signals were truncated from 1 m before
probe head and were aligned at zero point for presentation
clarity. Ambient noise levels were suppressed by stacking
12 measurement signals for each MUT. By initial inspection,
experimental waveforms matched closely to simulated wave-
forms but with some added noise. The steady-state level of
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Fig. 24. MRA1 on IPA. (a) Real ε∗( f ). (b) -Imaginary ε∗( f ). (c) MRA1
ratio. (d) MRA2 ratio.

some MUT was not exactly the same as simulated signals
due to the consistency of input scaling of the broadband
TDR reflectometer, which, however, do not affect the MRA
measurement, another advantage of MRA method.

In order to measure accurate CDP spectrum, MRA requires
accurately determined probe length (L) and the impedance
ratio of probe head and probe sensing section (Zch/Z p1).
Since manual measurement of probe length may not be
precise and insufficient for short probes, probe length cali-
bration is preferably conducted by measuring a material
with well-established CDP spectrum, such as DIS. Zch/Z p1
ratio can either be measured from EM theory for regular
geometric cross section probes using (20),or easily calibrated
by using the same calibration material in probe length cali-
bration for irregular probes. System parameters of the sensing
probe adopted in this paper was calibrated to be: 1) probe
length = 171.60 mm and 2) Zch/Z p1 = 0.5155.

B. Performance of MRA Method on Experimental Signals

Experimental signals of the eight MUTs were processed
with MRA1 procedure in the frequency range from 10 MHz
to 1 GHz. CDP spectrum frequency interval was set as 5 MHz
during optimization and later downsampled to 15 MHz for
presentation clarity. Due to the presence of ambient noise
in the experimental signals, appropriate filter was applied to
the differentiated time-domain signals prior to MRA proce-
dures for higher signal-to-noise ratio. MRA optimization
process on experimental signals was performed using the iter-
ated initial guess method to create an initial-guess-independent
optimization environment. ε∗

ini, f (1) = 10+i was selected as the
initial guess for each MUT. MRA generated CDP spectrums
from experimental signals of each MUT are shown in Figs
18–25, with subplots (a), (b), (c), and (d) being the real part
and imaginary part of CDP, MRA1 ratio, and MRA2 ratio,
respectively. Theoretical values are plotted as solid lines, while
measured values are plotted as markers, and the corresponding
lower frequency limit is plotted in subplot (a) according
to (22).

Fig. 25. MRA1 on BUT. (a) Real ε∗( f ). (b) -Imaginary ε∗( f ). (c) MRA1
ratio. (d) MRA2 ratio.

Compared to numerical CDP spectrums, the value oscil-
lations in experimental CDP spectrums were all relatively
significant due to the presence of the ambient noise. Measured
CDP error within the reliable frequency range is within 5%
percentage error margin for all MUTs and around 20%
percentage error for dispersive materials beyond certain higher
frequency. ACE and AIR have the lowest dielectric disper-
sion and electrical conductivity effect in the TDR frequency
range (10 MHz to 1 GHz), hence their CDP spectrums are
relatively stable and nonoscillating, as shown in Figs. 20 and
21. Consistency of CDP spectrum at higher frequencies for
DIS and TAP were slightly reduced than the simulated data,
which may be caused by ambient noise and physical frequency
filtering effect due to the precedent long coaxial cable, leading
to the loss of high-frequency information. As for all four
alcohol type MUTs, their dielectric dispersion effect and their
dielectric drop within TDR frequency range is higher than the
other four MUT. The dispersive R1 signal of alcohols caused
some leakage into the extracted Rremaining and signal truncation
in the noisy differentiated signal would further affect the
accuracy of CDP spectrum above 600 MHz. Oscillation error
maybe further mitigated by increasing the signal-to-noise ratio
of the experimental signals, either by additional waveform
stacking, noise filtering or conducting measurement with a
shorter leading cable in a lower ambient noise environment.

Observing all optimized and measured MRA spectral ratios
of the experimental signals, the application of iterated initial
guess in MRA is once again proven to solve the multiple local
minimum issue in optimization process. This omits the neces-
sity to have prior information regarding the possible dielectric
permittivity range of the MUT and provides a model-free
approach in CDP measurement. Upper frequency limit of CDP
spectrum can be easily identified either by direct inspection, or
by crosschecking both the trend of MRA1 and MRA2 ratios.
The measured MRA2 ratios of dispersive materials at higher
frequencies deviate significantly from the theoretical values.
This can be used to identify the upper frequency limit of
dispersive MUT.
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V. CONCLUSION

This paper proposed a rapid, robust, and model-free MRA
of TDR signal to measure the complete CDP spectrum within
the TDR frequency range of 10 MHz to 1 GHz. The key
to this innovative approach is to decompose the TDR signal
into the first top reflection and the remaining all multiple
reflections. The spectral ratio of these two parts (MRA ratio)
was theoretically derived as a function of CDP, independent of
source function and condition in the leading transmission line
sections. Based on this theoretical formulation, CDP spectrum
can be uniquely inverted from the measured MRA ratio.
An insightful iterated initial guess approach was implemented
during CDP inversion, which used the unique inverted CDP
value of the well-posed problem at the lowest frequency as
the initial guess for the next higher frequency step, hence
preventing the inversion optimization from falling into a local
minimum at higher frequencies.

The performance of MRA was evaluated and validated using
both synthetic and experimental TDR signals of eight MUTs,
covering both nondispersive and dispersive materials from
high to low dielectric permittivity. Both numerical and exper-
imental results agreed well, but higher oscillation error was
found in experimental results due to ambient noise and trunca-
tion and leakage associated with the long cable used. Straight-
forward MRA signal processing algorithm enables dielectric
spectroscopy to be conveniently conducted in laboratory and
field, without complicated system setup and calibration. This
may allow in situ CDP spectrum monitoring to be performed
reliably and economically, which may possibly be a break-
through in the dielectric spectroscopy field. Conventional TDR
measurements based on single-valued travel time and apparent
dielectric constant may benefit from this proposed method,
by revealing the CDP spectrum through the same set of time-
domain signals and providing further insights into frequency-
dependent physical parameters. Future studies in developing
a measurement system with steady, nonleaking R1 signal is
recommended to further improve the CDP measurement.
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