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1. Introduction

Time-domain reflectometry (TDR) has shown dramatic devel-
opments over the past few decades. It has become a valuable 
tool in different fields, including material science [1, 2], soil 
physics [3, 4], structural [5, 6], hydrological [7], and geotech-
nical engineering [8–10]. These wide applications are mainly 
due to TDR’s capability of measuring dielectric properties 
over a wide frequency range from sub-MHz to several GHz.

Dielectric permittivity is a frequency-dependent com-
plex number used to describe both the amplitude and phase 
information when a material is exposed to a dynamic electro-
magnetic (EM) field, which is otherwise known as polari-
zation. On condition that the energy does not restore in the 

polarization, the material reveals a relaxation spectrum [11]. 
Dielectric relaxation information is important for the study of 
chemical bonding and the intermolecular interactions of mix-
tures [12]. In material science research, broadband dielectric 
spectroscopy, including the TDR technique, has generated 
wide interest and has gone through several decades of develop-
ment [13–19]. For more practical use, the apparent di electric 
constant (Ka) of soils extracted by travel time analysis has 
received more attention in soil physics and geotechnical engi-
neering in water content measurements [3, 9, 20–22].

Compared to complex dielectric permittivity (CDP), 
apparent dielectric constant is a practical definition based 
on travel time analysis (i.e. apparent propagation velocity 
of electro magnetic wave in the measured material). The 
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uncertainties in determining the apparent propagation velocity 
increase the measurement error in water content [23]. Chung 
and Lin [24] further examined the influence of electrical con-
ductivity (EC), cable length, and dielectric dispersion on the 
apparent dielectric constant and the corresponding effective 
frequency. They concluded that the effective frequency varies 
with the influencing factors, and that it is difficult to compen-
sate for these effects.

To go beyond the apparent dielectric constant approach, 
full waveform analysis considering dielectric relaxation was 
proposed. A better understanding of the TDR measurement 
system and dielectric properties of soils improved the model-
ling of the TDR waveform, making it possible for it to serve 
as the forward model for model-based inversion [8, 25–31]. In 
earlier works, Yanuka et al [31] incorporated multiple reflec-
tions, but neglected dielectric dispersion. Heimovaara [30] and 
Friel and Or [29] focused on dielectric dispersion (including 
conductive loss) by adapting a measuring system, which sat-
isfied the condition of a uniform transmission line. However, 
practical measuring systems are much more complicated, 
especially in field conditions. A non-uniform transmission line 
model should be considered instead. Feng et al [28] and Lin 
[26] proposed non-uniform transmission line models including 
both multiple reflections and dielectric dispersion, but not the 
effect of conductor resistance. More recently, a comprehensive 
modelling of the TDR waveform was presented [32]. These 
forward models were developed based on the scatter func-
tion S11 [28] and input impedance [26], in which a recursive 
equation  computed in a bottom-up fashion was derived to 
determine the final TDR response. However, recursive com-
putations made it difficult to separate the leading sections from 
the sensing waveguide and resulted in a tedious and complex 
calibration procedure [33]. These techniques are not conven-
ient enough to be applied in practice in the field.

There is a growing demand for developing an easy and 
efficient technology to measure dielectric spectrum [34–36]. 
Innovative methods, such as triple-short probe calibration 
[36], short-open-load calibration [35], and two different probe 
length approaches [34], were proposed to avoid the tedious 
calibrations of all transmission line sections  in the system. 
Nonetheless, non-conventional exquisite probes were required 
and the calibrations for their applications were quite involved. 
The measurement of dielectric spectrum is still not an easy 
task to routinely perform.

The advantage of considering the frequency dependency 
was demonstrated by Lin [26]. Instead of time-domain Ka, 
the real part of CDP at a certain (optimal) frequency range 
has a much better correlation to water content independent 
of soil types. However, as addressed earlier, it is not prac-
tical to measure CDP in the field. Following the nomen-
clature used in Lin [26], a frequency-dependent ‘apparent 
dielectric permit tivity’ is defined as the square of the ratio of 
the speed of light to the phase velocity of EM waves in the 
measured material. The propagation velocity of EM waves 
is frequency-dependent and is a function of the CDP. In fact, 
at frequencies over 100 MHz, the effect of EC is normally 
negligible, and apparent dielectric permittivity has the same 
value as the real part of dielectric permittivity when the 

frequency is away from the relaxation frequency. Between 
the time-domain Ka and full CDP approach, this study aimed 
to propose a phase velocity analysis (PVA) method that can 
effectively measure apparent dielectric permittivity in the fre-
quency range from 100 MHz–1 GHz. This method starts by 
extracting two signals reflected from the beginning and the 
end of the TDR probe using appropriate window selection 
on the TDR waveform. Phase differences between the two 
signals at each frequency are then gathered to calculate the 
frequency-dependent propagation velocity of EM waves. No 
dielectric permittivity model is involved in the analysis and 
no calibration for system param eters is required. Due to these 
convenient characteristics, the proposed method is especially 
suitable for field applications.

The theory of PVA in apparent dielectric spectrum (ADS) 
determination is first elaborated. Next, both the numerical 
simulation and experimental verification of the PVA method 
are presented for five selected materials (distilled water, tap 
water, methanol, ethanol, and acetone). The truncation effect 
of the two signals, influenced by EC and dielectric dispersion, 
are revealed and discussed. Empirical countermeasures are 
proposed to define the reliable frequency range and further 
extend the workable frequency.

2. Phase velocity analysis

2.1. Propagation velocity of a transverse electromagnetic 
(TEM) wave

The equivalent dielectric permittivity ε∗ of a partially con-
ducting material can be written as [37],
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σ
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where f is the frequency; j is ( ) /−1 1 2; ε′ and ″ε  are the real and 
imaginary parts of dielectric permittivity, respectively; εii is 
the imaginary part of the equivalent dielectric permittivity, σ is 
the electrical conductivity, and ε0 is the dielectric permittivity 
of free space. For non-ferromagnetic material, the propagation 
velocity VTEM of an EM wave, which travels in a material with 
equivalent dielectric permittivity ε∗, can be written as [37],
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in which c is the speed of light. The propagation velocity is 
determined by the equivalent dielectric permittivity ε∗. Since 
ε∗ is the function of frequency, the propagation velocity is 
hence frequency dependent. Compared to CDP, the denomi-
nator in equation (2) can be treated as the square-root of the 
apparent dielectric permittivity (εa) at each frequency.

2.2. Propagation, reflection and transmission of TEM waves

A typical TDR system consists of a pulse generator, oscillo-
scope, cabling, and a sensing probe. The pulse generator sends 
a step pulse into lead cables with a sensing probe as the last 

Meas. Sci. Technol. 28 (2017) 015501



C-P Lin et al

3

section of the transmission line. The EM wave is transmitted 
into the measured material along the probe-sensing section. 
All the incidents and reflections, which occurred in the TDR 
system, were recorded by the oscilloscope. It is proven that the 
dominant mode of the TDR system is 1D TEM. Transmission 
line theory is hence used to model the system [28]. When 
the wave is propagating through the transmission line, decay 
and phase changes of the wave occur. This phenomenon is 
described by a propagation function H:

( ( )) [ ( ) ( ) ]ε α= − −∗H x f f x jk f x, exp (3)

where α is the attenuation constant and defined as

α
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whereas k is the phase constant (wavenumber) and defined as
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and x is the travelling distance.
Attenuation and phase changes of waves are not the only 

occurrences during wave propagations. Reflections and 
transmissions take place at discontinuities of characteristic 
impedance (Zc). Characteristic impedance is a function of 
the cross-section geometry of the transmission line and the 
di electric permittivity of the material. Zc can be written as,

/ ε= ∗Z Zc p (6)

in which Zp is the characteristic impedance of the transmission 
line section filled with air. For a probe with regular geometric 
cross-section, Zp can be calculated from EM theory, but a 
 calibration using material of known dielectric permittivity can 
also measure Zp easily even for an arbitrary geometric cross-
section. The reflection coefficient ρi and transmission coeffi-
cient τi at the interface between section  i and section  i  + 1  
are defined as,

ρ =
−
+

+

+

Z Z

Z Zi
c i c i

c i c i

, 1 ,

, 1 ,
 (7)

τ ρ= +1i i (8)

2.3. Relating reflections to propagation velocity of measured 
material

In a typical TDR system, two major discontinuities of char-
acteristic impedance exist at the interface between the cable 
and probe, and the probe end. As shown in figure 1, an input 
X travelled along the cable, where F is the system function for 
forward propagation and B for backward propagation, which 
is then reflected from Interface I. The reflection pulse 1 (here-
inafter referred to as R1) is

ρ= ⋅ ⋅ ⋅R X F B1 1 (9)

Despite the reflection, a part of the forward wave is trans-
mitted into the sensing probe and propagated to the probe end. 
During the transmission from Interface I to the probe end, the 
propagating wave is influenced by the material surrounding 
the probe. Changes at different locations along the path can be 
described by equation (3). Considering an open-ended probe, 
the reflection coefficient ρ2 is equal to 1, according to equa-
tion  (7). After travelling back from the probe end, the EM 
wave passes through the probe again. Upon reaching Interface 
I, the propagating wave transmitted to the cable and then trav-
elled back along the cable. The reflection from the probe end 
is denoted as R2. According to the propagating path described 
above, R2 can be written as,

( ) ( ( )) ( )ρ ε ρ= ⋅ ⋅ + ⋅ ⋅ − ⋅∗R X F H L f B1 2 , 12 1 1 (10)

where L is the probe length. In equations (9) and (10), X, F, 
and B are the system parameters and not the targets being 
measured.

The dielectric information ε∗ of interest is in ( ( ))ε∗H x f,  
and ρ1. There is a simple way to deal with this. If we look at 
the phase term of R2/R1, the system parameters can be can-
celled out for non-trivial scenarios. This can be expressed as,

( / ) ϕ∠ = −ρR R kL22 1 (11)

in which ∠ is the operator of the taking angle; the term 2kL is 
the phase shift due to ε∗H L f2 ,( ( )); ϕρ is the phase perturba-
tion caused by the reflection coefficient and is defined as,
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From equation  (5), the propagation velocity of the material 
filled within the probe can be reformulated as,

π
ϕ

=
−∠ρ

V
fL

R R

4
TEM

2 1( / ) (13)

Here, ϕρ is undermined without knowing the CDP of the  
mat erial under test. It is typical to design the sensing probe to 

Figure 1. Ray tracing diagram for the first two TDR reflections.
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have characteristic impedance lower than that of the leading 

cable, ρ1 and hence ( )/ρ ρ−1 1
2

1 are negative. Considering only 

the real part of CDP, ϕρ is equal to π. The imaginary part of 
CDP would make ϕρ slightly different from π. However, com-
pared to ∠(R2/R1), this difference is negligible, especially at 
higher frequencies. Hence, the propagation velocity can be 
approximated by the following velocity definition:

( / ) ( / )
π

π
π

=
−∠

=
∠ −

≅V
fL

R R

fL

R R
V

4 4
.PVA

2 1 1 2
TEM (14)

The term ( / )∠ −R R1 2  represents the phase shift between the 
two reflections and is also denoted and referred to as Δφ. The 
velocity from the above PVA (VPVA) can be computed directly 
from reflection pulses (R1 and R2) extracted from the TDR 
waveform. This is the theoretical basis for the proposed PVA 
method.

2.4. Signal processing

As shown in equation (14), R1, R2, and L are the three inputs 
for the proposed method. L can be measured directly from the 
probe. However, R1 and R2 have to be extracted from the TDR 
waveform. A signal processing is proposed here to  implement 
the idea. A typical TDR waveform measured in water  
(as shown in figure 2(a)) is used to illustrate the procedure.

 (1) Differentiation of TDR step pulse signal into impulse 
signal (as shown in figure 2(b)).

 (2) Reflection pulse extraction: the most important proce-
dure for this proposed method is to extract R1 and R2. R1 
and R2 are the reflections from the interface between the 

cable and probe, and the probe to the probe end. They 
can be easily identified from the waveform. However, 
the conundrum is to determine the best time window 
span for each pulse. A pulse-extraction strategy called 
Normal-Time-Window is suggested here. The start of 
the time-window span for R1 is suggested to be close 
to the probe head denoted as t11 in figure  2(b). There 
is no difference for where the t11 is located if the TDR 
signal before the sensing probe is flat. The end of R1 
(t12) is suggested to be the lowest reflection coefficient 
in figure 2(a). At this time location, the derivative signal 
would generally pass through zero value. The start of the 
time span for R2 (t21) is set to be equal to the end of R1. 
The end of R2 (t22) is suggested as the zero point before 
the next multiple reflection, as shown in figure  2(b). 
Sometimes, the differentiated signal may not reach 
the zero point before the next reflection. In such cases, 
the lowest point between R2 and R3 is suggested as t22 
instead.

 (3) Reversing R1 and zero-padding on both reflections: 
Revisiting equation (14), there is a π term in the denomi-
nator. For convenience, we dealt with this term by reversing 
R1 vertically, as shown in figure 2(c). In order to maintain 
good frequency resolution, zero-padding on both reflec-
tions is recommended, as shown in figures 2(c) and (d).

 (4) Performing fast Fourier transform on two extracted pulses 
R1 and R2, and computing the phase angle.

 (5) Calculating the phase shift Δφ  = ∠(−R1/R2).
 (6) Calculating phase velocity VPVA by equation (14).
 (7) Calculating apparent dielectric permittivity ( )ε fa  from 

the phase velocity,

Figure 2. (a) Typical TDR signal in water; (b) differentiated waveform of (a); (c) and (d) extracted reflection pulse 1 (−R1) and pulse 2 
(R2), respectively.
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It can be seen that no system calibration and no inversion 
are involved during measurement of the apparent dielectric 
permit tivity. This enables the proposed PVA to be highly con-
venient and computationally efficient. The proposed method 
can be easily applied in field measurements and provide real-
time ADS from measured TDR time domain signals.

3. Numerical evaluation and investigation of PVA

3.1. Performance evaluation in synthetic data

Synthetic TDR waveforms of five selected materials under 
test (MUT) were simulated, namely distilled water, tap water, 
methanol, ethanol, and acetone. These MUTs were selected 
to evaluate the performance of and to validate the proposed 
PVA method in materials with different dielectric dispersion 
characteristics and electrical conductivity. For comparison 
between numerical simulation and experimental data, the 
system parameters of simulation were selected to be similar 
to the experimental setup. A three-section transmission line 
model was simulated, consisting of a 42 m 50 Ω coaxial cable, 
a 0.1 m 50 Ω matched probe head, and a 0.17 m coaxial probe-
sensing section.

Numerical simulation was performed according to the 
formulations presented in the previous section and a compre-
hensive wave propagation model established by Lin and Tang 
[32], which recursively derives characteristic impedance of 
each section from terminal impedance to source impedance. 
Both the propagation function, H, and characteristic imped-
ance, Zc, of the transmission line components are dependent 
on the frequency-dependent CDP, ( )ε∗ f , which is character-
ized by the Cole–Cole function [38]
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f1 2
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where ε∞ and εdc are dielectric constants at the frequency of 
infinite and static condition respectively, ε0 is the dielectric 
permit tivity of free space; frel is the relaxation frequency, 
and β is the symmetrical shape parameter of dielectric loss 
spectrum. MUTs were also defined by this dielectric model, 
assuming symmetric broadening of their dielectric loss peak. 
Cole–Cole function parameters of the MUTs are listed in 
table 1, with their corresponding abbreviation used hereinafter.

Characteristic impedances, Zc, of both the coaxial cable 
and matched probe head were simulated as 50 Ω by assuming 
both Zp as 50 Ω and their dielectric permittivity ( )ε∗ f  as 1 
throughout the dielectric spectrum. Zp of the coaxial probe-
sensing section was computed as 95 Ω by assuming that the 
coaxial probe was in air (ε*  =  1), using the following charac-
teristic impedance determination equation [39]

π
µ
ε ε

=
⋅

Z
D

d

1

2
lnc

0

0
* (17)

where µ is the magnetic permeability, µ0 is the vacuum perme-
ability, D is the inner diameter of the external conductor, and d 
is the outer diameter of the internal conductor.

Full TDR waveforms were simulated with 5 ps sampling 
time and the total simulation time window was 8.8323 * 10−7 
s. Simulated time-domain signals of the five materials shown 
in figure 3 were truncated from 1 m before the probe-sensing 
section  for presentation clarity. The simulated signals were 
processed according to the elaborated PVA signal-processing 
procedure, adopting the Normal-Time-Window pulse extrac-
tion strategy. Five analyzed waveforms were zero-padded to 
214 data points to increase the frequency resolution under the 
constant sampling interval. The resultant ADS, εa, is illus-
trated in figure 4, with a targeted 10 MHz–1 GHz frequency 
range, as this spectral region is the typical effective frequency 
of TDR signals.

PVA-generated ADS for the MUTs match their corre-
sponding theoretical values (marked as lines) well within a 
certain frequency range. It was noted that the reliable fre-
quency ranges of PVA measured data were different for each 
MUT, which were caused by the signal truncation effect. 
The truncation effect is induced by two influencing factors 
including EC and dielectric dispersion. In order to estimate 
the reliable spectral boundaries of the PVA measured data, the 
aforementioned factors inducing signal truncation are further 
discussed in the following sections.

3.2. φρ error and truncation effect from EC

EC, σ causes some phase shift to ϕρ, which otherwise is equal 
to π, in equation (13) and conductive loss due to EC is sig-
nificant at lower frequencies. The PVA method may incor-
rectly predict εa at lower frequencies and hence the obvious 
plunge at the lower frequency of the tap water (300 µS cm−1) 
in figure  4. To illustrate the degree of conductive loss due 
to EC, the imaginary part of the dispersion curve modelled 
from theoretical Cole–Cole CDP was taken and plotted in 

Table 1. Cole–Cole parameters of MUTs selected for TDR waveform simulation.

MUT Abbreviation dcε ε∞ frel (GHz) dcσ  (µS cm−1) β

Distilled water [29] DIS 80.20 4.22 17.4 0 0.0125
Tap water [29] TAP 78.54 4.22 17 300 0.0125
Methanol [40] MTH 33.64 5.70 3.002 0 0
Ethanol [41] ETH 25.50 4.25 0.782 0 0
Acetone [40] ACE 21.20 1.90 47.65 0 0

Meas. Sci. Technol. 28 (2017) 015501
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figure  5(b). The EC-induced loss is significant at frequen-
cies less than 100 MHz for this simulated case of the 0.17 m 
coaxial probe. However, the typical lowest frequency limit is 
dependent on the window length of the two truncated pulses. 
Detailed delineation of the lowest reliable limit of the PVA is 
discussed later.

The effect of EC on the TDR signals reflects on the 
steady state of step reflection. Higher EC delays the time 
needed for the reflected pulses to reach the steady state, 
causing leakage of R1 into R2, as shown in figures  5(c) 
and (d). Signal truncation on these types of signals had 
higher impact due to the occurrence of end truncation of 
reflection pulse 1 (R1). To demonstrate the signal trunca-
tion effect from EC, we simulated ideal R1 and R2 of a 300  
µS cm−1 tap water based on equations (9) and (10) to denote 
the ideal reflections from the top and bottom of the coaxial 
probe received at the source oscilloscope, illustrated as 

dotted-lined waveforms in figures 5(c) and (d). This ideal 
case simulated the scenario where R1 does not affect R2 
by pulse leakage of lower frequencies (longer travel time). 
Comparing the Normal-Time-Window extracted R1 and R2 
from the TDR signal (denoted as solid-lined waveforms) to 
the ideal ones, TDR R1 signal did not reach the steady state 
before the reflected TDR R2 signal was received at the oscil-
loscope, and there was an obvious drop between TDR R2 
and ideal R2 due to leakage of TDR R1 (negative reflection) 
into TDR R2.

By performing standard PVA on both the ideal and trun-
cated TDR signals, the result was shown in figure  5(a) for 
tap water of 0 and 300 µS cm−1, correspondingly denoted by 
‘+’ and ‘o’ symbols. PVA-generated ADS generally matches 
the actual ADS modelled by the Cole–Cole function, but it 
is only correct beyond certain frequencies inversely propor-
tional to the time between the arrival onsets of R1 and R2, 

Figure 3. Simulated TDR waveforms for MUTs in table 1.

Figure 4. Comparison of PVA computed values and theoretical values.

Meas. Sci. Technol. 28 (2017) 015501
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which is physically related to the sensing-probe length. The 
ideal signals, therefore, actually diverged at the same point 
from the truncated TDR signals, but the plunging amounts of 
the two ideal signals are less significant than the TDR signals 
due to the absence of pulse leakage. The higher the material’s 
EC, the higher the conductive loss induced and the plunging 
amount of ADS at lower frequencies. ADS of truncated TDR 
signals at higher frequencies oscillated within  ±0.5, which 
is introduced by an undesirable high-frequency component 
during pulse truncation.

3.3. Truncation effect from dielectric dispersion

Apart from the truncation effect due to EC, dielectric dis-
persion of MUT induces dielectric loss and amplifies the 
truncation effect in TDR signals, particularly in R2. This 
phenomenon is substantial in the case of the high dielectric 
permittivity drop within the targeted TDR frequency range 
(100 MHz–1 GHz) and when the relaxation frequency of the 
material lies near the targeted frequency range. Both dielectric 
drop ( ε∆ a) and relaxation frequency (  frel) could be in multiple 
combinations (small ε∆ a and low frel, large ε∆ a and high frel, 
and so on) to cause a similar amount of dielectric dispersion 
within the targeted frequency range. The TDR signal is gener-
ally highly influenced by material dielectric dispersion within 
100 MHz–1 GHz. For simplification and clarity when dealing 
with the dielectric dispersion effect on PVA, we focused on 

the amount of dielectric constant drop within the major TDR 
frequency range ( ε∆ TDR), defined as

ε ε ε∆ = −TDR 1 GHz 0.1 GHz  (18)

where ε0.1 GHz  and ε1 GHz are the dielectric constant measured or 
modelled at 100 MHz and 1 GHz, respectively. ε∆ TDR is a useful 
index in quantifying the degree of dielectric loss in TDR signals 
due to dielectric dispersion. To demonstrate the truncation effect 
from dielectric dispersion, two cases of different dispersion 
degrees with insignificant EC are discussed. Methanol with mild 
dielectric dispersion has a ε∆ TDR of 2, and ethanol with high 
dielectric dispersion has a ε∆ TDR of 11, in which both materials 
have insignificant EC value. Tap water has low dielectric disper-
sion within the TDR PVA range, of which ε∆ TDR is only 0.3 and 
hence the sharp interface reflections at the probe end.

For methanol with mild dielectric dispersion of ε∆ TDR  =  2 
and EC  =  0 µS cm−1, the maximum dielectric loss occurred 
near 1 GHz, as can be seen in figure 6(b), where the plotted 
imaginary part of CDP ε*(  f  ) reached the maximum loss. 
Compared to ethanol, methanol produced fewer dispersive 
signals and its multiple reflections were relatively stronger, as 
can be seen in figure 3. Similar to the EC truncation effect dis-
cussion, the ideal R1 and R2 signals (denoted as dotted lines) 
of methanol were simulated to further visualize the truncation 
effect of dielectric dispersion in figures 6(c) and (d). The signal 
truncation of R1 was less problematic due to the absence of EC, 
and so the steady state was reached faster than with tap water. 
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Figure 5. Influence of EC in water: (a) error induced in ADS, (b) imaginary part of frequency-dependent dielectric permittivity, ε*( f )  
of 300 µS cm−1 tap water, (c) and (d) comparison of ideal reflection pulses and extracted TDR waveforms for R1 and R2, respectively,  
in 300 µS cm−1 tap water.
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The R2 end truncation is the main issue in the signal truncation 
of dispersive materials as the TDR signal reflections would be 
flatter, induced by dielectric loss. This can be observed from 
the common trend of ADS, where the dielectric constant is 
significantly lower in high frequency than low frequency for 
dispersive materials, causing various frequency components 
to travel at different phase velocities and disperse into flatter, 
distorted waveforms. Figure 6(a) shows the ADS of both the 
ideal signal and truncated TDR signal from PVA compared to 
the theoretical values of methanol. Since PVA on ideal signals 
matched the theoretical values accurately throughout the TDR 
spectrum, the ADS oscillation near 800 MHz, which occurred 
in the truncated signal, was indeed the outcome from the slight 
drop of truncated R2, as shown in figure 6(d). Even though the 
relaxation frequency for methanol is at 3.002 GHz, the ε∆ TDR

of methanol is 2 and the dielectric dispersion due to dielectric 
drop became prominent, leading to the possible signal trunca-
tion of R2. Nevertheless, the workable bandwidth of PVA was 
still wide for at least 800 MHz in methanol.

Ethanol has a high dielectric loss of ε∆ TDR  =  11 mainly 
because its relaxation frequency lies at 782 MHz, causing 
the maximum dielectric loss to occur within the TDR range. 
Figure 7(b) is the imaginary part of CDP ε*( f ) modelled by 
the Cole–Cole function of ethanol, illustrating that the max-
imum point of dielectric loss spectrum matched the onset of 
ADS oscillation for the TDR signal of ethanol in figure 7(a). 

Ideal R1 and R2 signals for ethanol were again simulated to 
inspect the severity of the truncation effect due to dielectric 
loss. TDR signals of the highly dispersive ethanol are even 
flatter compared to methanol, as a dispersive ADS, as previ-
ously mentioned, would lead to further separation of the fre-
quency components. By applying Normal-Time-Window to 
truncate the ethanol TDR signals for PVA, the R2 end trun-
cation of ethanol is significant when comparing TDR R2 to 
ideal R2 in figure  7(d), which introduced a sudden drop in 
the extracted R2 pulse. Figure 7(a) compared the ADS of the 
ideal signal, truncated TDR signal, and theoretical value for 
ethanol. PVA-generated ADS for the ideal signals fitted the 
theoretical values well even for the spectral range near the 
relaxation frequency of 780 MHz. However, due to the end 
truncation of the TDR R2 waveform and introduced unwanted 
frequency components, a sudden jump occurred in the TDR 
signal’s ADS and shortened the correct PVA frequency range 
down to 300 MHz by manual inspection. To extend the reli-
able frequency range, a countermeasure in the form of the 
Long-Time-Window method is proposed, after delineating the 
reliable bound of PVA-generated ADS.

3.4. Reliable bound of PVA-generated ADS

The truncation effect from TDR signal extraction is inevi-
table, and reliable bound delineation of PVA-generated ADS 

Figure 6. Influence of mild dielectric dispersion to TDR signal truncation in methanol: (a) truncation error in ADS, (b) imaginary part of 
frequency-dependent dielectric permittivity, ε*( f ), (c) and (d) comparison of ideal reflection pulses and extracted TDR waveforms for R1 
and R2, respectively.
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is discussed here for appraisal of the result. A lower frequency 
limit of effective ADS is mainly controlled by workable wave-
length (λworkable) due to signal truncation. The lower frequency 
limit is dependent on the length of the two truncated pulses, 
which is physically related to the probe length. Since recorded 
TDR signal is a combination of forward and backward prop-
agating wave, the maximum wavelength is twice the probe 
length. The lower frequency limit of effective ADS, f lower,  
can be computed from the physical probe length by

λ = × L2workable (19)

λ=f V flower PVA workable( )/ (20)

where L is the sensing-probe length.
The upper frequency limit of effective ADS is relatively 

complicated as several influencing factors are involved: relax-
ation frequency, dielectric drop within 100 MHz and 1 GHz 
( ε∆ TDR), R2 end truncation and signal noise. Analytical defi-
nition is impossible and a data-based algorithm in the phase 
angle domain was proposed to delineate the effective upper 
limit. Upon determining the lower limit from equation (20), 
a third-degree poly-fitting is applied to the frequency range 
between the computed lower limit to 1 GHz in Δφ  −  f 
domain. The frequency in which the difference between the 
experimental Δφ( f ) curve and fitted Δφ( f ) curve exceeds 0.5 
is suggested to be the upper frequency limit of effective ADS. 

The upper limit determination for distilled water and ethanol 
in Δφ  −  f domain is shown in figure 8(b), with solid lines as 
the third-degree poly-fitting curve, and the left-pointing solid 
triangles as the computed upper limit. The proposed PVA reli-
able bound determination was performed on all simulated 
data, from which the outcomes of the lower and upper limits 
were plotted in figure 8(a) as right-pointing and left-pointing 
solid triangles, respectively. Nonetheless, the upper limit can 
be determined easily through straightforward visual inspec-
tion on the ADS for the frequency bound, where data oscilla-
tion becomes significant.

The reliable frequency range of simulated ethanol data 
in figure  8(a) was narrower than other MUTs due to high 
di electric dispersion. Consequently, the Long-Time-Window 
countermeasure method is next proposed to extend the reli-
able frequency range for such cases.

3.5. Countermeasure of short reliable ADS:  
Long-Time-Window approach

PVA-generated relatively short reliable ADS in dispersive 
materials due to the end truncation of the second reflection. 
The Long-Time-Window approach is proposed to extend 
the reliable range in the dispersive materials by prolonging 
the time-window selection for the end of R2 (t22) to the full 
recording window. There is no change in the selection method 

Figure 7. Influence of high dielectric dispersion to TDR signal truncation in ethanol: (a) truncation error in ADS, (b) imaginary part of 
frequency-dependent dielectric permittivity, ε*( f ), (c) and (d) comparison of ideal reflection pulses and extracted TDR waveforms for R1 
and R2, respectively.
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for R1. The only difference is the time-window selection for 
R2, as shown in figure 9(b), in which the end of R2 is extended 
further towards the end which is closer to zero value. This 
method reduced the R2 end truncation, while it concurrently 

included the multiple reflections after R2. Since multiple 
reflections were incorporated into signal analysis, a side effect 
was reflected on the oscillation of the new ADS (denoted as 
‘o’ symbol) along the theoretical values of higher frequencies 

(a)

Theoretical PVA Material

(b)

Figure 8. (a) Apparent dielectric permittivity with lower limit and upper limit marks. (b) Upper limit determination by third-degree  
poly-fitting in ϕρ  −  f domain.

Figure 9. Long-Time-Window approach for highly dispersed signal in ethanol: (a) and (b) comparison of ideal reflection pulses and 
extracted TDR waveforms (by using Long-Time-Window) for R1 and R2 (c) reliable region for Normal-Time-Window (left of the ▼ mark) 
and Long-Time-Window (right of the ▼ mark) in apparent dielectric permittivity.
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in figure 9(c). There is a compromise in ADS oscillation at 
higher frequencies due to multiple reflections, in an effort to 
extend the ADS short workable bandwidth due to the trun-
cation effect. Long-Time-Window is not suitable for mild 
dispersive materials, because in such materials the multiple 
reflections are stronger and shaper, resulting in unacceptable 
errors in ADS.

The upper limit computed using Normal-Time-Window 
(denoted as a solid triangle in figure  9(c)) is established as 
the valid lower limit of Long-Time-Window. As shown in 
figure 9(c), left of the solid triangle is the reliable ADS gen-
erated using Normal-Time-Window, while right of the mark 
is the relatively accurate ADS generated by Long-Time-
Window, denoted as ‘o’ symbol. By combining both pulse 
extraction methods, a wider reliable frequency range for ADS 
of highly dispersive materials could be achieved with minor 
trade-off of slight ADS oscillation.

4. Experimental verification of PVA

The PVA method was further verified by measuring  
exper imental TDR waveforms of distilled water, tap water, 
methanol, ethanol, and acetone, using a self-developed TDR 
matched coaxial probe.

The experimental setup comprised a broadband TDR 
reflectometer with 3 GHz bandwidth, an N to BNC con-
nector, a 50 Ω coaxial cable and a modularized stainless steel 
matched 50 Ω coaxial probe. Time-domain measurements 
were performed by generating a step EM pulse with a short 
rise time (10%–90%) of 80 ps, into the matched stainless steel 
probe via the 42 m coaxial cable and N to BNC connectors. 
TDR data on five MUTs were acquired using 5 ps sampling 
time under room temperature of 20 °C (±1 °C).

The matched coaxial sensing probe was manufactured 
from stainless steel into a 100 mm modularized 50 Ω matched 
probe head and a 170 mm coaxial sensing section comprising 
an internal conductor rod and a cylindrical external conductor 
casing. The matched coaxial probe configuration and cross-
section geometry are shown in figure  10. The modularized 
probe head enabled the open-ended internal rod to be fixed 
at the centre and the probe components to be easily replaced 
if damaged. Equally spaced openings were perforated on the 

cylindrical casing to allow MUT to fill up the whole sensing 
section  when immersed. The probe head is impedance-
matched to the coaxial cable to avoid unwanted reflections in 
the PVA.

TDR waveforms of the five MUTs were acquired with the 
aforementioned setup to minimize the temperature effect on 
the ADS measurement. Figure  11 shows the time-domain 
waveforms measured using the open-ended matched coaxial 
probe, in which the illustrated waveforms were truncated from 
1 m before the probe head. Ambient noise levels were sup-
pressed with a 12 average waveform stacking for each signal. 
By initial inspection, the experimental waveforms matched 
closely to the simulated waveforms, but with some added 
noise.

Accurate ADS requires accurately determined probe 
length. The accuracy of the manually measured probe length 
may not be sufficient. Hence, the probe-length calibration 
by PVA is highly recommended for accurate results. Probe-
length calibration is only required once by measuring a  
mat erial with known dielectric spectrum. Tap water is nor-
mally adopted as it is a readily available material with well-
established di electric spectrum. In this study, the effective 
probe length was calibrated as 172.00 mm in tap water at  
25 °C. The calibrated probe length was next adopted in PVA 
of other data sets at the same room temperature.

ADS of all MUTs computed from PVA with the Normal-
Time-Window approach were plotted in figure  12(a). PVA 
measurements of each MUT were shown in various hollow 
symbols. Theoretical ADS modelled by the Cole–Cole func-
tion were also plotted as lines for verification. Lower and 
upper limits for each MUT were determined and marked as a 
right-pointing and left-pointing solid triangle, respectively, to 
illustrate reliable regions of the PVA.

Upon implementing the PVA procedures with Normal-
Time-Window, all ADS matched the theoretical values closely 
within the delineated reliable region. Some slight oscillation 
of the ADS occurred due to ambient noise as no noise fil-
tering or frequency manipulation was performed throughout 
the PVA. Apart from the lower and upper limits provided 
by the aforementioned approach, visual inspection in ADS 
for sudden jumps and obvious anomalies was quick and 
easy to delineate the PVA reliable frequency range of MUT. 

Figure 10. (a) TDR-matched coaxial probe, (b) cross-section of A–A′ in (a).
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The upper limits of the distilled and tap water were slightly 
reduced compared to the simulated data, which may be caused 
by ambient noise and physical frequency filtering effect due 
to the precedent long coaxial cable, leading to the loss of high 
frequency information. As for methanol, ethanol, and acetone, 
their upper limits were similar to the simulated data, since 
their dielectric drop within the targeted region was the major 

controlling factor. Particularly for methanol and ethanol, with 
relaxation frequencies which lie near 1 GHz, their dielectric 
losses are relatively higher than the other three materials, 
leading to highly dispersive TDR signals and more signifi-
cant R2 end truncation during the PVA pulse extraction stage, 
hence inducing sudden ADS deviation beyond a certain fre-
quency. These undesirable high-frequency results introduced 

Theoretical PVA Material
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Figure 12. Experimental data: (a) comparison of PVA computed values (Normal-Time-Window) and theoretical values, (b) reliable region 
for Normal-Time-Window (left of the ▼ mark) and Long-Time-Window (right of the ▼ mark) in apparent dielectric permittivity of ethanol.

Figure 11. Experimental TDR signals.
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by pulse truncation can be further mitigated by performing the 
Long-Time-Window approach. In figure 12(b), an additional 
Long-Time-Window approach was conducted on ethanol to 
extend the reliable range of ADS from 200 MHz–1 GHz, since 
ethanol is a highly dispersive material within the 100 MHz–1 
GHz range.

Good correlation of PVA experimental data with theoretical 
values demonstrated the reliability, simplicity, and efficiency 
of this proposed signal-processing method. This model-free, 
inversion-free, and pure signal-processing approach allowed 
researchers to economically measure accurate frequency-
dependent ADS both in the field and laboratory, within a cer-
tain bounded reliable region.

5. Conclusions

This study proposed a novel method of PVA to determine ADS 
from TDR signals in a simple, quick, model-free, and inver-
sion-free manner. PVA efficiently offers apparent dielectric 
permittivity with frequency content, which niches between 
time-domain approach (single-valued dielectric constant, fast) 
and vector network analyzer (spectral CDP, tedious).

The proposed PVA method extracts the two reflec-
tions from the top, and the end of the probe-sensing sec-
tion  by proper window selection and calculates their 
phase shift at each frequency, from which the phase 
velocity and corre sponding apparent dielectric constant 
can be determined. TDR signals of the materials with dif-
ferent dielectric dispersion characteristics and EC were  
numer ically simulated to validate this new approach and 
investigate factors which affect its performance. The results 
show that PVA-generated ADS matches the theoretical values 
well within a certain frequency range. The effect of signal 
truncation was identified as the main cause of poor results 
outside the effective frequency band. The effect of signal 
truncation depends on EC and the amount of dielectric dis-
persion within the TDR frequency band. The probe length 
and EC control the lower frequency limit of effective ADS, 
which could be below 10 MHz for non-conductive materials 
and about 100 MHz for typical EC. The reliability of ADS 
at higher frequencies is mainly controlled by the amount of 
di electric dispersion within the TDR frequency range. The 
upper frequency limit of effective ADS is low for highly 
dispersive materials, because the end reflection pulse could 
not fully develop within the selected time window before the 
arrival of subsequent multiple reflections, resulting in severe 
truncation error. A countermeasure was proposed to extend 
the reliable frequency range in highly dispersive materials 
by prolonging the time window for the end reflection at the 
cost of minor ADS oscillation due to the inclusion of multiple 
reflections in the prolonged window.

The proposed PVA method was also validated by experi-
ments. Experimental results agree well with numerical results, 
demonstrating PVA’s capability of measuring ADS from 100 
MHz–1 GHz. PVA efficiently measures spectral apparent 
dielectric constant directly from TDR signals without 
complicated modelling and system calibration, making it 

especially suitable for field monitoring. It has great potential 
for improving applications currently based on a travel time 
approach such as in soil physics, hydrological and geotech-
nical engineering, by reducing the uncertainty associated with 
uncertain effective frequency in the single-valued apparent 
dielectric constant approach. The PVA-generated ADS can 
also provide a good starting dielectric model for more com-
plete CDP inversion from full waveform. Further study in 
developing an algorithm considering multiple reflections is 
recommended to better tackle materials with high dielectric 
dispersion.
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